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1 Tutorial 1

1.1 Task 1: Classification of intrusion detection systems

An intrusion detection system (IDS) (defined in Tutorial 1) can be classified as:
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• Host-based: A host-based IDS is an IDS that monitors the characteristics of a
single host and the events occurring within that host to identify and stop suspi-
cious activities [SM07, Appendix A].
Figure 1 shows an example of how a host-based IDS can be deployed.

Figure 1: An example of how a host-
based IDS can be deployed [SM07, Fig-
ure 7-1]. Note the IDS sensors/a-
gents monitoring the web server, mail
servers, Domain Name System server
and database server; a host-based
IDS can exist in the form of software or
hardware.

GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) 

Most products do not have agents for other types of hosts, such as network devices (e.g., firewalls, 
routers, switches). 

7.1.2 Network Architectures 

The network architecture for host-based IDPS deployments is typically very simple.  Because the agents 
are deployed to existing hosts on the organization’s networks, the components usually communicate over 
those networks instead of using a separate management network.  Most products encrypt their 
communications, preventing eavesdroppers from accessing sensitive information.  Appliance-based 
agents are typically deployed inline immediately in front of the hosts that they are protecting.  Figure 7-1 
shows an example of a host-based IDPS deployment architecture. 

 

 

Figure 7-1.  Host-Based IDPS Agent Deployment Architecture Example 
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Examples of characteristics a host-based IDS monitors include wired and wire-
less network traffic (only for that host), firewall logs, system logs, database logs,
running processes, file access and modification traces, as well as system and
application configuration changes [SM07, KGVK19].

• Network-based: A network-based IDS is an IDS that monitors network traf-
fic for particular network segments or devices and analyses the network and
application protocol activities to identify and stop suspicious activities [SM07,
Appendix A].
Figure 2 shows an example of how a network-based IDS can be deployed.
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Figure 2: An example of how a
network-based IDS can be de-
ployed: two IDS sensors mon-
itoring two public-facing sub-
nets and one IDS sensor mon-
itoring a subnet of internal ter-
minals [BE07, Figure 1.1].

Chapter 1 • Intrusion Detection Systems 

Figure 1.1 NIDS Network 

Host-Based IDS 
HIDS differ from NIDS in two ways. HIDS protects only the host system on which 
it resides, and its network card operates by default in nonpromiscuous mode. 
Nonpromiscuous mode of operation can be an advantage in some cases, because not 
all NICs are capable of promiscuous mode. In addition, promiscuous mode can be 
CPU-intensive for a slow host machine. Due to their location on the host to be 
monitored, HIDS are privy to all kinds of additional local information with security 
implications, including system calls, file system modifications, and system logs. In 
combination with network communications, this provides a robust amount of data 
to parse through in search of security events of possible concern. 

Another advantage of HIDS is the capability to tailor the ruleset very finely for 
each individual host. For example, there is no need to interrogate multiple rules 
designed to detect DNS exploits on a host that is not running Domain Name 
Services. Consequently, the reduction in the number of pertinent rules enhances 
performance and reduces processor overhead for each host. 

Figure 1.2 depicts a network using HIDS on specific servers and host com­
puters. As previously mentioned, the ruleset for the HIDS on the mail server is cus­
tomized to protect it from mail server exploits, and the Web server rules are tailored 
for Web exploits. During installation, individual host machines can be configured 

www.syngress.com 

Figure 3: An example of an inline
network-based IDS [SM07, Figure
4-2]. Note how the IDS sensor is
placed right after the firewall, on
the more secure side of the network
boundary. The IDS sensor can also
be placed on the less secure side
of the network boundary to reduce
load on the firewall [SM07, Sec.
4.2.2].

GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) 

 

 
Figure 4-2.  Inline Network-Based IDPS Sensor Architecture Example 

 
 Passive.  A passive sensor is deployed so that it monitors a copy of the actual network traffic; no 

traffic actually passes through the sensor.  Passive sensors are typically deployed so that they can 
monitor key network locations, such as the divisions between networks, and key network segments, 
such as activity on a demilitarized zone (DMZ) subnet.  Passive sensors can monitor traffic through 
various methods, including the following: 

– Spanning Port.  Many switches have a spanning port, which is a port that can see all network 
traffic going through the switch.  Connecting a sensor to a spanning port can allow it to monitor 
traffic going to and from many hosts.  Although this monitoring method is relatively easy and 
inexpensive, it can also be problematic.  If a switch is configured or reconfigured incorrectly, the 
spanning port might not be able to see all the traffic.  Another problem with spanning ports is that 
their use can be resource-intensive; when a switch is under heavy loads, its spanning port might 
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Network-based IDS products typically provide a wide variety of security capabil-
ities, e.g., security information and event management (SIEM) capabilities (see
Tutorial 2).
A network-based IDS can work in either of these two modes:
– Inline mode: An inline sensor is deployed so that all network traffic to be

monitored is channelled through it, e.g., at the boundary between an exter-
nal network and an internal network (see Figure 3), or the boundary between
internal networks that should be segregated [SM07, Sec. 4.2.2].
An IDS with preventive capabilities, i.e., an intrusion detection and prevention
system (IDPS), is usually deployed in the inline mode.

– Passive mode: A passive sensor is deployed so that it gets a copy of the actual
network traffic (see Figure 4).
Passive sensors are typically deployed so that they can monitor the traffic at
key network locations, e.g., network boundaries, demilitarised zone (DMZ)
subnets.
Passive sensors can monitor traffic through [SM07, Sec. 4.2.2]:
∗ The switched port analyser (SPAN) ports (also called mirror or mirroring

ports) of a switch: A SPAN is a software function of a switch or router that
duplicates traffic from incoming or outgoing ports and forwards the copied
traffic to a specialised port called a SPAN port [Gig20].

∗ A network test access point (TAP): This is a hardware component that can
be connected to a cabling infrastructure to copy packets for monitoring pur-
poses [Gig20].
A TAP is preferred to a SPAN because SPAN ports are easily oversub-
scribed resulting in packet drops; packets are duplicated when a SPAN
port is configured to capture both ingress and egress traffic flows; the
time stamps of packets collected through SPAN may be changed; SPAN
operations are processor-intensive and can negatively impact the perfor-
mance of the switch; SPAN ports are programmable/reconfigurable and
subject to cyber attacks [Lac17, Gig20, Gar21].
Nevertheless, SPAN ports remain useful for links with power budget limi-
tations and low-utilisation or low-throughput links at remote sites [Lac17,
Gig20].
Figure 4(b) depicts the data flows between a switch and a router when either
a SPAN port or a network TAP is used.

∗ An IDS load balancer: This is a device that aggregates and directs network
traffic to IDS sensors.
An IDS load balancer works according a set of rules configured by an admin-
istrator.
These rules may direct all traffic to multiple IDS sensors, or split the traf-
fic among multiple sensors by volume, IP address, protocol or some other
characteristics.
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Traffic splitting may however cause signs of malicious events to be missed.
• Distributed: When a mix of host-based and network-based sensors are em-

ployed, and IDS management is centralised (e.g., in Figure 1, Figure 3 and
Figure 4), some authors [BE07, pp. 7-8] refer to the resultant architecture as
distributed IDS.
Distributed IDSs combine host-based and network-based analytics, and this is
especially helpful for detecting insider attacks [LDVH+18].GUIDE TO INTRUSION DETECTION AND PREVENTION SYSTEMS (IDPS) 

 

Figure 4-3.  Passive Network-Based IDPS Sensor Architecture Example 

 
4.3 Security Capabilities 

Network-based IDPS products provide a wide variety of security capabilities.  Sections 4.3.1 through 
4.3.4 describe common security capabilities, divided into four categories: information gathering, logging, 
detection, and prevention, respectively.  Some network-based IDPS products also provide some security 
information and event management (SIEM) capabilities; see Section 8.2.2 for information on SIEM. 

4.3.1 Information Gathering Capabilities 

Some network-based IDPSs offer limited information gathering capabilities, which means that they can 
collect information on hosts and the network activity involving those hosts.  Examples of information 
gathering capabilities are as follows: 
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Port Mirroring also known as SPAN (Switch Port Analyzer), are designated ports on a network appliance (switch), 
that are programmed to send a copy of network packets seen on one port (or an entire VLAN) to another port, 
where the packets can be analyzed.

Many switches have a limit on the number of SPAN monitoring ports that you can configure. This limit is often a 
maximum of two monitoring ports per switch.

Port mirroring best practices vary by switch vendor, as many architectures use non blocking methods that drop 
overages if you overrun a port mirror, depending on the switch you use, there can be an adverse effect on traffic 
or switch performance.1

•	 SPAN are programmed ports on a switch, that provide access to packets for monitoring.
•	 SPAN sessions do not interfere with the normal operation of the switch.
•	 Low priority processing — the switch will drop SPAN packets if heavily utilized or oversubscribed.

SPAN [Switched Port Analyzer]

SPANs can add overhead on a network device, and that SPAN port will often drop
mirrored packets if the device gets too busy. Therefore, TAPs are a better option.”

-EMA [Enterprise Management Associates]

SPAN port mirroring traffic 
from the designated ports 
between a switch and router.

5GarlandTechnology.com | TAP vs SPAN

2 METHODS FOR NETWORK ACCESS

A network TAP is a purpose-built hardware device that allows you to access and monitor your network traffic by 
copying packets without impacting or compromising network integrity. Network TAPs sit in a network segment, 
between two appliances (router, switch or firewall), and allows you to access and monitor the network traffic.
The TAP allows network traffic to flow between its network ports without interruption, creating an exact copy
of both sides of the traffic flow, continuously, 24/7, 365. The raw packet copies are then used for monitoring
and security analysis.

A network TAP provides strategic, persistent monitoring capabilities. Installing a TAP during deployment means 
you have a permanent method of access to network traffic.
•	 Ensure 100% full duplex copies of network traffic without altering the data.
•	 Support 10M, 100M, 1G, 10G, 40G, 100G, and 400G.
•	 Are scalable and can either provide a single copy, multiple copies (regeneration), or consolidate traffic 

(aggregation) to maximize the production of your monitoring tools.

Network TAP [Test Access Point]

Network TAP placed 
between a switch and 
router, sends traffic 
copies to be monitored.

EMA recommends that enterprises use TAPs as much as possible in the access layer to 
avoid network performance impacts and assure packet fidelity.”

-EMA [Enterprise Management Associates]

(b)
Figure 4: (a) An example of a passive network-based IDS [SM07, Figure 4-3]. (b)
SPAN vs TAP for monitoring [Gar21].

Table 1 compares the advantages and disadvantages of host-based and network-
based IDSs.
Network-based IDSs can be further differentiated as:
• Wired vs wireless: A network-based IDS typically works in a wired infras-

tructure but a wireless IDS is a special type of network-based IDS tailored to
monitoring wireless network traffic and analysing wireless networking protocols
(e.g., Wi-Fi, cellular, Bluetooth, LoRa) for the purpose of identifying suspicious
activities involving these protocols; see [SM07, Sec. 5] and [Led22].
Wireless IDS vendors include Bastille and SonicWall.
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• Protocol-based vs application protocol-based: In a protocol-based IDS, sen-
sors are placed at the front of a server to monitor traffic between the server and
its clients [Led22].
In an application protocol-based IDS, the traffic across a group of servers is mon-
itored [Led22]. Furthermore, specialised application protocols are usually lever-
aged for monitoring, to help network administrators segment and classify their
network monitoring activities [Led22].

Table 1: Comparing host-based and network-based IDSs, based on [KGVK19, Ta-
ble 4], [BE07, p. 6] and [FGCMF21].

Host-based Network-based
Pros Can check end-to-end encrypted traffic Runs on its own resources

Can reassemble fragmented packets Monitor traffic of multiple hosts at the
same time

Ruleset can be tailored to individual
hosts

Aware of a broad range of network proto-
cols

Cons Relies on the host’s resources Cannot check end-to-end encrypted traf-
fic

Only detects attacks targeted at the host Might struggle with packet reassembly
and not cope with peak traffic
Insufficient for detecting insider attacks

Examples OSSEC, Sagan, Spartan RDP Guard,
AIDE, Tripwire, Security Onion

Snort, Suricata, Zeek, Sguil, Security
Onion

1.2 Task 2
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